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54. Stochastic Local Search Algorithms: An Overview

Holger H. Hoos, Thomas Stützle

In this chapter, we give an overview of the main
concepts underlying the stochastic local search
(SLS) framework and outline some of the most rel-
evant SLS techniques. We also discuss some major
recent research directions in the area of stochas-
tic local search. The remainder of this chapter is
structured as follows. In Sect. 54.1, we situate the
notion of SLS within the broader context of fun-
damental search paradigms and briefly review the
definition of an SLS algorithm. In Sect. 54.2, we
summarize the main issues and trends in the
design of greedy constructive and iterative im-
provement algorithms, while in Sects. 54.3–54.5,
we provide a concise overview of some of the
most widely used simple, hybrid, and popula-
tion-based SLS methods. Finally, in Sect. 54.6,
we discuss some recent topics of interest, such
as the systematic design of SLS algorithms and
methods for the automatic configuration of SLS
algorithms.
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Stochastic local search (SLS) algorithms are the method
of choice for solving computationally hard decision
and optimization problems from a wide range of ar-
eas, including computing science, operations research,
engineering, chemistry, biology and physics. SLS com-
prises a spectrum of techniques ranging from simple
constructive and iterative improvement procedures to
more complex methods, such as simulated anneal-
ing (SA), iterated local search or evolutionary al-
gorithms (EAs). As evident from the term stochas-
tic local search, randomization can, and often does,
play a prominent role in these methods. Randomized
choices may be used in the generation of initial so-
lutions or in the decision which of several possible

search steps to perform next – sometimes merely to
break ties between equivalent alternatives, and some-
times to heuristically and probabilistically select from
large and diverse sets of possible candidates. Judi-
cious use of randomization can arguably simplify
algorithm design and help achieve robust algorithm
behavior.

The concept of an SLS algorithm has been defined
formally [54.1] and not only provides a unifying frame-
work for many different types of algorithms, including
the previously mentioned constructive and iterative im-
provement procedures, but also provides a wide range
of more complex search methods commonly known as
metaheuristics.
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Greedy constructive and iterative improvement pro-
cedures are important SLS algorithms, since they typ-
ically serve as building blocks for more complex SLS
algorithms, whose performance critically depends on
the design choices and fine tuning of these underly-
ing components. Greedy constructive algorithms and
iterative improvement procedures terminate naturally
when a complete solution has been generated or a local
optimum of a given evaluation function is reached, re-
spectively. One possible way to obtain better solutions
is to restart these basic SLS procedures from randomly
chosen initial search positions. However, this approach
has shown to be relatively ineffective in practice for rea-
sonably sized problem instances (and it breaks down for
large instances [54.2]).

To overcome these limitations, over the last
decades, a large number of more sophisticated, gen-
eral-purpose SLS methods [54.1] have been introduced;
these are often called metaheuristics [54.3], since they
are based on higher level schemes for controlling one
or more subsidiary heuristic search procedures. We
divide these general-purpose SLS methods into three
broad classes: simple, hybrid and population-based
SLS methods. Simple SLS methods typically use one
neighborhood relation during the search and either
modify the acceptance criterion for search steps, allow-
ing to occasionally accept worsening steps, or modify
the evaluation function that is used during the local
search process. Examples of simple SLS methods in-
clude SA [54.4, 5] and (simple) tabu search [54.6–9].
A number of SLS methods combine different types of
search steps – for example, construction steps and per-
turbative local search steps – or introduce occasional
larger modifications into current candidate solutions,
to provide appropriate starting points for subsequent
iterative improvement search. Examples of such hy-

brid SLS methods include greedy randomized adaptive
search procedures (GRASPs) [54.10] and iterated local
search [54.11]. Finally, several SLS methods maintain
and manipulate at each iteration a set, or population,
of candidate solutions, which provides a natural way
of increasing search diversification. Examples of such
population-based SLS methods include EAs [54.12–
15], scatter search [54.16, 17] and ant colony optimiza-
tion [54.18–20].

Our classification into simple, hybrid and popula-
tion-based SLS methods is not the only possible one,
and certain SLS algorithms could be seen as belonging
to more than one category. For example, many popu-
lation-based SLS methods are also hybrid, as they use
different search operators or combine the manipulation
of the population of candidate solutions with iterative
improvement on members of the population to achieve
increased performance. In fact, there is an increas-
ing trend to design and apply SLS algorithms that are
not merely based on a single, well-established general-
purpose SLS method, but rather combine flexibly ele-
ments of different SLS methods or incorporate mech-
anisms taken from systematic search algorithms, such
as branch and bound or dynamic programming. The
conceptual framework of SLS naturally accommodates
this development, and the composition of more complex
SLS algorithms from conceptually simpler components
is explicitly supported, for example, by the concept of
generalized local search machines [54.1]. In this con-
text, methodological issues concerning the engineering
of SLS algorithms [54.21, 22] are increasingly gaining
importance. Similarly, the exploitation of automatic al-
gorithm configuration techniques and, more generally,
the programming by optimization paradigm [54.23] en-
able the systematic development of high-performance
SLS algorithms.

54.1 The Nature and Concept of SLS

Computational approaches for the solution of hard,
combinatorial problems can all be viewed as perform-
ing some form of search. Essentially, search algorithms
generate and evaluate candidate solutions for the prob-
lem instance at hand. For combinatorial decision prob-
lems, the evaluation of a candidate solution requires to
check whether the candidate solution is a feasible so-
lution satisfying all given constraints; for combinatorial
optimization problems, it involves computing the value
of the given objective function. For NP-complete de-
cision problems and NP-equivalent optimization prob-

lems, even the most efficient algorithms known to date
require running time exponential in the instance size in
the worst case, while candidate solutions can be evalu-
ated in polynomial time.

A candidate solution for an instance of a com-
binatorial problem is generally composed of solution
components. Consider, for example, the well-known
traveling salesperson problem (TSP). In the TSP, one is
given a weighted, fully connected graph GD .V;E;w/,
where V D fv1; v2; : : : ; vng is the set of jVj D n vertices,
E � V �V is the set of edges that fully connects the
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0 is a function that assigns to
each edge e 2 E a nonnegative weight w.e/. The objec-
tive is to find a minimum-weight Hamiltonian cycle in
G. A candidate solution for a TSP instance can be repre-
sented by a permutation � D .�.1/;�.2/; : : : ; �.n// of
the vertex indices, and the objective function w is given
as

w.�/ WD w.v�.n/; v�.1//

C
n�1X
iD1

w.v�.i/; v�.iC1// : (54.1)

In the TSP, a (complete) candidate solution, commonly
also called a tour, can be seen as consisting of n out of
the n 	 .n� 1/ possible edges, and each edge represents
a solution component.

Any given tour can be modified by removing two
edges and introducing two unique new edges such that
another valid tour is obtained. This modification is an
example of a perturbation of a complete candidate so-
lution, and we refer to search algorithms that make
systematic use of such solution modifications as per-
turbative search methods. In practice, such perturbative
search methods iteratively modify a current candidate
solution according to some rule, and this process ends
when a given termination criterion is met.

Perturbative search methods start from some com-
plete candidate solution. The task of generating such
candidate solutions is commonly accomplished by con-
structive search methods or construction heuristics.
Constructive search methods iteratively extend an ini-
tially empty candidate solution by one or several solu-
tion components until a complete candidate solution is
obtained. Constructive search methods can thus be seen
as operating in a search space of partial candidate solu-
tions. An example of a constructive search method is the
nearest neighbor heuristic for the TSP. An initial ver-
tex is chosen randomly, and at each construction step,
the nearest neighbor heuristic follows a minimal weight
edge to one of the vertices that have not yet been vis-
ited. These steps are iterated until all vertices have been
visited, and the tour is completed by returning to the
initial vertex.

Generally speaking, local search algorithms start at
some initial search position and iteratively move, based
on local information, from the current position to neigh-
boring positions in the search space. Both perturbative
and constructive search methods match this general de-
scription. While in the literature, the term local search
is mostly used for perturbative search methods, it also

applies to constructive search methods: A partial solu-
tion corresponds to a position in the search space of
partial candidate solutions, and the neighbors of a par-
tial solutions are obtained by extending it with one or
more solution components. In fact, there are a number
of well-known generic SLS methods, such as GRASP,
iterated greedy and ant colony optimization, that are
based on constructive local search.

Many local search algorithms use randomized de-
cisions, for example, for generating initial solutions or
when determining search steps. We therefore refer to
such methods as stochastic local search (SLS) algo-
rithms. The following components need to be specified
to define an SLS algorithm (for a formal definition, we
refer to Chap. 1 of [54.1]).

� Search space – comprises the set of candidate so-
lutions (or search positions) for the given problem
instance.� Solution set – consists of the search positions that
are considered to be solutions of the given problem
instance. In the case of decision problems, the solu-
tion set comprises all feasible candidate solutions;
in the case of optimization problems, the solution
set typically comprises all optimal feasible candi-
date solutions.� Neighborhood relation – specifies the direct neigh-
bors of each candidate solution s, i. e., the search
positions that can be reached from s in a single
search step of the SLS algorithm.� Memory states – hold additional information about
the search beyond the search position. If an algo-
rithm is memoryless, the memory may consist of
a single, constant state.� Initialization function – specifies the search initial-
ization in the form of a probability distribution over
initial search positions and memory states.� Step function – determines the computation of
search steps by mapping each search position and
memory state to a probability distribution over its
neighboring search positions and memory states.� Termination predicate – used to decide search ter-
mination based on the current search position and
memory state.

The formal definition of an SLS algorithm speci-
fies the initialization function, the step function, and
the termination predicate as probability distributions,
which the algorithm samples at each step during any
given run. In practice, however, the initialization func-
tion, the step function, and the termination predicate
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will be specified by procedures, and the correspond-
ing probability distributions are only implicitly defined.
Note that the definition of an SLS algorithm is general
enough to include deterministic local search algorithms.
In fact, formally we can describe deterministic local
search algorithms as special cases of SLS algorithms –
deterministic decisions can be modeled using degener-
ate probability distributions (Dirac delta).

The working principle of an SLS algorithm is then
as follows. The search process starts from some ini-
tial search state that is generated by the initialization
function. While some termination criterion is not satis-
fied, search steps are performed according to the step
function. In the case of optimization problems, the
SLS algorithm keeps track of the best solution found
so far, which is then returned upon termination of
the algorithm. In the case of decision problems, the
SLS algorithm typically stops as soon as a (feasible)
solution is found or another termination criterion is
satisfied.

In all but the simplest cases, the search process is
guided by an evaluation function, which measures the
quality of candidate solutions. The efficacy of this guid-
ance depends on the properties of the evaluation func-
tion and the way in which it is integrated into the search
process. Evaluation functions are generally problem
specific. For many optimization problems, the objec-
tive function given by the problem definition is used;
however, different evaluation functions can sometimes
provide better guidance, for example, in the sense of ap-
proximation guarantees [54.24]. In decision problems,
an appropriate evaluation function has to be defined by
the algorithm designer. Often, the objective function
used for optimization variants of the decision prob-
lem can provide useful guidance. For example, for the
satisfiability problem in propositional logic (SAT), the
objective function of MAX-SAT, which, in a nutshell,
counts the number of constraint violations, provides ef-
fective guidance. Some SLS methods, such as dynamic
local search (briefly discussed in Sect. 54.3), modify the
evaluation function during the search process.

The general concept of SLS algorithms, as intro-
duced above and discussed in depth by Hoos and
Stützle [54.1], provides a unified view of constructive
and perturbative local search techniques that range from
rather simplistic greedy constructive heuristics and iter-
ative improvement algorithms to rather complex hybrid
and population-based SLS methods. Population-based
algorithms, which manipulate sets of candidate solu-
tions at each iteration, fall under the definition of an
SLS algorithm by considering search positions consist-

ing of sets of candidate solutions. In this case, the step
function also operates on sets of candidate solutions for
the given problem instance. For example, in the case of
typical EAs, recombination,mutation, and selection can
all be modeled as operations on sets of candidate solu-
tions, which are formally parts of a single-step function
used for mapping one generation to the next.

It is instructive to contrast the concept of an SLS
algorithm with that of a metaheuristic. Metaheuristics
have been described as heuristics that are superimposed
on another heuristic [54.6], a [54.25]:

master strategy that guides and modifies other
heuristics to produce solutions beyond those that
are normally generated in a quest for local optimal-
ity,

as [54.20]:

a set of algorithmic concepts that can be used to
define heuristic methods applicable to a wide set of
different problems,

and as [54.26]:

a high-level problem-independent algorithmic
framework that provides a set of guidelines
or strategies to develop heuristic optimization
algorithms.

However, the term metaheuristic [54.26]:

is also used to refer to a problem-specific implemen-
tation of a heuristic optimization algorithm accord-
ing to the guidelines expressed in such a framework.

As is evident from these characterizations, there is
no formal definition of the term metaheuristic, and its
precise meaning has evolved over time. The term meta-
heuristic is commonly used to refer to the high-level
guidance strategies that in many occasions are used
to extend underlying greedy constructive or perturba-
tive search procedures. Hence, the scope of the term
metaheuristic differs from that of an SLS algorithm; it
comprises what can be similarly loosely characterized
as general-purpose SLS methods, but extends naturally
to higher-level search strategies involving paradigms
other than SLS, such as systematic search methods
based on backtracking.

Conversely, the term metaheuristic is usually not
applied to simple SLS procedures (such as random



Stochastic Local Search Algorithms: An Overview 54.2 Greedy Construction Heuristics and Iterative Improvement 1089
Part

E
|54.2

sampling, random walk and iterative improvement),
nor to problem-specific SLS algorithms with prov-
able properties. Therefore, there are SLS algorithms
based on metaheuristics (such as ant colony opti-
mization, iterated local search or EAs for various
problems), SLS algorithms that are not metaheuristics
(such as 2-opt for the TSP or conflict-directed ran-
dom walk for SAT) and metaheuristics that are not
based on SLS (such as various branch and bound

methods and hybrids between systematic and local
search).

Because the notion of an SLS algorithm explicitly
refers to aspects that are not related to the high-level
guidance of the search process, such as the choice of
a neighborhood relation, evaluation function and ter-
mination predicate, research on SLS also covers the
design, implementation and analysis of these more
problem-specific components.

54.2 Greedy Construction Heuristics and Iterative Improvement

The main SLS techniques underlying more complex
SLS methods (or metaheuristics) comprise (greedy)
constructive search and iterative improvement algo-
rithms. In the following, we discuss the main principles
and choices underlying these methods.

Constructive search procedures (or construction
heuristics) typically evaluate at each construction step
the quality of the available solution components based
on a heuristic function. Greedy construction heuristics
choose to add at each step a solution component with
best heuristic value, breaking ties either randomly or
by means of a secondary heuristic function. For several
polynomially solvable problems, such as the minimum
spanning tree problem, greedy construction heuristics
(for example, Kruskal’s algorithm) are guaranteed to
produce optimal solutions [54.27]; unfortunately, for
NP-hard problems, this is generally not the case, due
to the myopic decisions taken during solution construc-
tion.

A useful distinction can be made between static and
adaptive construction heuristics. In static construction
heuristics, the heuristic values associated with solution
components are precomputed before the actual con-
struction process is executed and remain unchanged
throughout. In adaptive construction heuristics, the
heuristic values are recomputed at each construction
step to take into account the impact of the current par-

Fig. 54.1 A 2-exchange move for the symmetric TSP.
Note that the pair of edges to be introduced is uniquely
determined to ensure that the neighbor is again a tour

tial solution. Adaptive construction heuristics tend to
be more accurate and result in better quality candidate
solutions than static heuristics, but they are also com-
putationally more expensive.

Construction heuristics are often used to provide
good initial candidate solutions for perturbative local
search algorithms. One of the most basic SLS meth-
ods is to iteratively improve a candidate solution for
a given problem instance. Such an iterative improve-
ment algorithm starts from some initial search position
and iteratively replaces the current candidate solution s
by an improving neighboring candidate solution s0. The
local search is terminated once no improving neighbor
is available, that is, 8s0 2 N.s/ W g.s/� g.s0/, where g.	/
is the evaluation function to be minimized, and N.s/ de-
notes the set of neighbors of s. In the literature, iterated
improvement algorithms are also referred to as iterated
descent or (in the case of maximization problems) hill-
climbing procedures.

Neighborhoods are problem specific, and it is gener-
ally difficult to predict a priori which of several possible
neighborhoods results in best performance. However,
for most problems, standard neighborhoods exist. Un-
der the k-exchange neighborhood, two candidate solu-
tions are neighbors if they differ by at most k solution
components. An example is the 2-exchange neighbor-
hood for the TSP, where two tours are neighbors if they
differ by a pair of edges. Figure 54.1 illustrates a move
in this neighborhood. In a k-exchange neighborhood,
each candidate solution has O.nk/ direct neighbors,
where n is the number of solution components in each
candidate solution. Thus, the neighborhood size is ex-
ponential in k, as is the time to identify improving
neighbors. While using larger neighborhoods typically
makes it possible to reach better solutions, finding those
solutions also takes more time. In other words, there
is a tradeoff between the quality of the local optima
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reachable by an iterative improvement algorithm and
its run time. In practice, neighborhoods that involve
a quadratic or cubic time-complexity may already re-
sult in prohibitive computation times for large problem
instances.

The overall time-complexity of searching a given
neighborhood is determined by its size and the cost of
evaluating each neighbor. The power of local search
crucially relies on the fact that caching and incremen-
tal updating techniques can significantly reduce the cost
of evaluating neighbors compared to computing the re-
spective evaluation function values from scratch. For
example, the quality of a 2-exchange neighbor of a tour
for a TSP instance with n vertices can be computed
from the quality of the current tour by subtracting and
adding two edge weights (that is, two numbers) each;
computing the weight of such a tour from scratch, on
the other hand, requires n additions. Sometimes, to
render the computation of the incremental updates as
efficient as possible, additional data structures need to
be implemented, but the net effect is often a very large
reduction in computational effort.

A second important technique for reducing the
time-complexity of evaluating a given neighborhood
is based on the idea of excluding from consideration
neighbors that are unlikely or provably unable to lead
to improvements. These neighborhoods pruning tech-
niques play a crucial role in many high-performance
SLS algorithms. Examples of such pruning techniques
are the fixed radius searches and nearest neighbors lists
used for the TSP [54.28–30], the use of so-called don’t
look bits [54.28], as well as reduced neighborhoods for
the job-shop scheduling problem [54.31] and pre-tests
for search steps, as done for the single machine total
weighted tardiness problem [54.32].

The speed and performance of iterative improve-
ment algorithms also depends on the mechanism
used to determine search steps, the so-called pivoting
rule [54.33]. Iterative best improvement chooses at each
step a neighboring candidate solution that mostly im-
proves the evaluation function value. Any ties that occur
can be broken either randomly, according to the order
in which the neighborhood is searched, or based on
a secondary criterion (as in [54.34]). In order to find
a most improving neighbors, iterative best improvement
needs to examine the entire neighborhood in each step.
Iterative first improvement, in contrast, examines the
neighborhood in some given order and moves to the first
improving neighboring candidate solution found during
this neighborhood scan. Iterative first improvement ap-
plies improving search steps earlier than iterative best

improvement, but the amount of improvement achieved
in each step tends to be smaller; therefore, it usually
requires more improvement steps to reach a local opti-
mum. If a candidate solution is a local optimum, first-
and best-improvement algorithms detect this only by in-
specting the entire neighborhoods of that solution; don’t
look bits [54.28, 29] offer a particularly useful mecha-
nism for reducing the time required by this final check,
the so-called check-out time.

Interestingly, the local optimum found by itera-
tive first improvement depends on the order in which
the neighborhood is examined. This property can be
exploited by using a random order for scanning the
neighborhood, and repeated runs of random-order first
improvement algorithms can identify very different lo-
cal optima, even if each run is started from the same ini-
tial position [54.1, Sect. 2.1]. Thus, the search process
in random-order first improvement is more diversified
than in the first improvement algorithms that scan local
neighborhoods in fixed order.

The notion of local optimality is defined with re-
spect to a specific neighborhood. Thus, changing the
neighborhood during the local search process may pro-
vide an effective means for escaping from poor quality
local optima, and offers the opportunity to benefit from
the advantages of large neighborhoods without incur-
ring the computational burden associated with using
them exclusively. In the context of iterative improve-
ment algorithms, this idea forms the basis of variable
neighborhood descent (VND), a variant of a general-
purpose SLS method known as variable neighborhood
search (VNS) [54.35, 36]. VND uses a sequence of
neighborhoods N1;N2; : : : ;Nk; this sequence is typ-
ically ordered according to increasing neighborhood
size or increasing time complexity of searching the
neighborhoods. VND starts by using the first neigh-
borhood, N1, until a local optimum is reached. Every
time the exploration of a neighborhood Ni does not
identify an improving local search step, that is, a lo-
cal optimum w.r.t. neighborhood Ni is found, VND
switches to the next neighborhood,NiC1 in the given se-
quence. Whenever an improving move has been made
in a neighborhood Ni, VND switches back to N1 and
continues using the subsequent neighborhoods, N2 etc.,
from there. The search is terminated when a local opti-
mum w.r.t. Nk has been reached. The central idea of this
scheme is to use small neighborhoods whenever possi-
ble, since they allow for the most efficient local search
process. The VND scheme typically results in a signif-
icant reduction of computation time when compared to
an iterative improvement algorithm that uses the largest
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neighborhood only. VND typically finds high-quality
local optima, because upon termination, the resulting
candidate solution is locally optimal with respect to all
k neighborhoods examined.

Finally, recent years have seen an explosion in the
development of iterative improvement methods that ex-
ploit very large scale neighborhood, whose size is
typically exponential in the size of the given prob-
lem instance [54.37]. In fact, there are two main ap-
proaches to searching these neighborhoods. The first
is to perform a heuristic search in the neighborhood,
since a exact search would be computationally too
demanding. This idea forms the basis of variable-
depth search algorithms, where the number of solu-
tion components that are modified in each step is not
determined a priori. Interestingly, the two best-known
variable-depth search algorithms, the Kernighan–Lin
algorithm for graph partitioning [54.38] and the Lin–

Kernighan algorithm for the TSP [54.39], have been
devised about in the early 1970s, a fact that illus-
trates the lasting interest in these types of methods.
The more recent concept of ejection chains [54.40]
is related to variable-depth search. Another interest-
ing approach is to devise neighborhoods with a special
structure that allows them to be searched either in
polynomial time or at least very efficiently in prac-
tice [54.37, 41–43]. This is the central idea behindmany
recent developments in very large scale neighborhoods,
which include techniques such as Dynasearch [54.32,
44] and cyclic exchange neighborhoods [54.45, 46].
As a result of these research efforts, current state-
of-the-art methods for a variety of combinatorial prob-
lems such as the TSP [54.47] or the single machine
total weighted tardiness problem [54.48] rely on iter-
ative improvement algorithms based on very large scale
neighborhoods.

54.3 Simple SLS Methods

Iterative improvement algorithms accept only improv-
ing neighbors as new current candidate solutions, and
they terminate when encountering a local optimum. To
allow the search process to progress beyond local op-
tima, many SLS methods permit moves to worsening
neighbors. We refer to the methods discussed in the
following as simple SLS methods, because they essen-
tially only use one type of search steps, in a single, fixed
neighborhood relation.

54.3.1 Randomized Iterative Improvement

The key idea behind randomized iterative improve-
ment (RII) is to occasionally perform moves to random
neighboring candidate solutions irrespective of their
evaluation function value. The simplest way of imple-
menting this idea is to apply, with a given probability
wp, a so-called uninformed random walk step, which
chooses a neighbor of the current candidate solution
uniformly at random, while with probability 1�wp, an
improvement step is performed. Often, the improve-
ment step will correspond to one iteration of a best
improvement procedure. The parameter wp is referred
to as walk probability or, simply, noise parameter. RII
algorithms have the property that they can perform arbi-
trarily long sequences of random walk steps; the length
of these sequences (i. e., the number of consecutive
random walk steps) follows a geometric distribution

with parameter wp. This allows effective escapes from
local optima and renders RII probabilistically approx-
imately complete [54.1, Sect. 4.1]. A main advantage
of RII is ease of implementation – often, only a few
additional lines of code are required to extend an it-
erative improvement procedure to an RII procedure –
and its behavior is effectively controlled by a single
parameter.

RII algorithms have been shown to perform quite
well in a number of applications. For example, in the
1990s, minor variations of RII, in which random walk
steps are determined based on the status of constraint
violations rather than chosen uniformly at random, have
been state of the art for solving the SAT [54.49, 50] and
other constraint satisfaction problems [54.51]. Due to
their simplicity, RII algorithms also facilitate theoreti-
cal analyses, including characterization of performance
in dependence of parameter settings [54.52].

54.3.2 Probabilistic Iterative Improvement

Instead of accepting worsening search steps regardless
of the amount of deterioration in evaluation function
value they caused (as is the case for random walk
steps), it may be preferable to have the probability
of acceptance depend on the change of the evaluation
function value incurred. This is the key idea underlying
probabilistic iterative improvement (PII). Unlike RII,
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each step of PII involves two phases: first, a neighbor-
ing candidate solution s0 2 N.s/ is selected uniformly
at random (proposal mechanism); then, a probabilis-
tic decision is made whether to accept s0 as the new
search position (acceptance test). For minimization
problems, the acceptance probability is often based on
theMetropolis condition and defined as

paccept.T; s; s
0/

WD
8<
:

1 if g.s0/ < g.s/

exp

�
g.s/� g.s0/

T

�
otherwise ;

(54.2)

where paccept.T; s; s0/ is the acceptance probability, g
is the evaluation function to be minimized, and T is
a parameter that influences the probability of accept-
ing a worsening search step. PII is closely related to
simulated annealing (SA), discussed next; in fact, when
using the acceptance mechanism given above, PII is
equivalent to constant-temperature SA. In light of this
connection, parameter T is also called temperature. For
various applications, such PII procedures have been
shown to perform quite well, provided that T is cho-
sen carefully [54.53, 54]. It is worth noting that in the
limit for T D 0, PII effectively turns into an iterative
improvement procedure (i. e., never accepts worsening
steps), while for T D1, it performs a uniform random
walk.

54.3.3 Simulated Annealing

Simulated annealing (SA) [54.4, 5] is similar to PII,
except that the parameter T is modified at run time.
Following the analogy of the physical annealing of
solid materials (e.g., metals and glass), which inspired
SA, the temperature T is initially set to some high
value and then gradually decreased. At the beginning
of the search process, high temperature values result
in relatively high probabilities of accepting worsening
candidate solutions. As the temperature is decreased,
the search process becomes increasingly greedy; for
very low settings of the temperature, almost only im-
proving neighbors or neighbors with evaluation func-
tion value equal to the current candidate solution are
accepted.

Standard SA algorithms iterate over the same two
stage process as PII, typically using uniform sam-
pling (with or without replacement) from the neigh-
borhood as a proposal mechanism and a parameter-

ized acceptance test based on the Metropolis condi-
tion (54.2) [54.4, 5]. The modification of temperature T
is managed by a so-called annealing (or cooling) sched-
ule, which is a function that determines the temperature
value at each search step. One of the most common
choices is a geometric cooling schedule, defined by an
initial temperature, T0, a parameter ˛ between 0 and
1, and a value k, called the temperature length, which
defines the number of candidate solutions that are pro-
posed at each fixed value of the temperature; every k
steps, the temperature is updated as T WD ˛ 	 T . Impor-
tant parameters of SA are often determined based on
characteristics of the problem instance to be solved.
For example, the initial temperature may be based on
statistics derived from an initial, short random walk,
the temperature length may be set to a multiple of
the neighborhood size, and the search process may
be terminated when the frequency with which pro-
posed search steps are accepted falls below a given
threshold.

SA is one of the oldest and most studied SLS
methods. It has been applied to a very broad range of
computational problems, and many types of annealing
schedules, proposal mechanisms, and acceptance tests
have been investigated. SA has also been subject to
a substantial amount of theoretical analysis, which has
yielded various convergence results. For more details
on SA, we refer to [54.55, 56].

54.3.4 Tabu Search

Tabu search (TS) differs significantly from the previ-
ously discussed SLS methods, in that it makes a direct
and systematic use of memory to direct the search pro-
cess [54.25]. In its most basic form, which is also called
simple tabu search, TS expands an iterative improve-
ment procedure with a short-term memory to prevent
the local search process from returning to recently vis-
ited search positions. Instead of memorizing complete
candidate solutions and forbidding these explicitly, TS
usually associates a tabu status with specific solution
components. In the latter case, TS stores for each so-
lution component the time (i.e., the iteration number)
at which it was last modified. Each solution component
is then considered as potentially tabu if the difference
between the stored iteration number and the current it-
eration number is larger than the value of a parameter
called tabu tenure (or tabu list length). The tabu status
of a local search step is then determined based on spe-
cific tabu criteria, which are a function of the tabu status
of solution components that are affected by it. One ef-



Stochastic Local Search Algorithms: An Overview 54.3 Simple SLS Methods 1093
Part

E
|54.3

fect is that once a search step has been performed, it is
tabu in that it cannot be reversed for a certain number
of iterations.

Seen from a neighborhood perspective, TS dynam-
ically restricts the set of neighbors permissible at each
local search step by excluding neighbors that are cur-
rently tabu. Since the tabu mechanism through prohi-
bition of solution components is quite restrictive, many
simple TS algorithms use an aspiration criterion, which
overrides the tabu status of neighbors if specific condi-
tions are satisfied; for example, if a local search step
leads to a new best solution, aspiration allows it to be
accepted regardless of its tabu status.

As an example, consider a simple TS algorithm for
the TSP, based on the 2-exchange neighborhood. Edges
that are removed (or introduced) by a 2-exchange step
may then not be reintroduced into (or removed from)
the current tour for tt search steps, where tt is the tabu
tenure.

For several problems, even simple TS algorithms
have been shown to perform quite well. However, the
performance of TS strongly depends on the tabu tenure
setting. To avoid the difficulty of finding fixed settings
suitable for a given problem, mechanisms such as re-
active tabu search [54.57] have been devised to adapt
the tabu tenure at run time. Simple TS algorithms can
be improved in many different ways. In particular, var-
ious mechanisms have been developed that make use
of intermediate-term and long-term memory to further
enhance the performance of simple TS. For a detailed
description of such techniques, which aim either at in-
tensifying the search in specific areas of the search
space or at diversifying the search to explore unvisited
search space regions, we refer to the book by Glover
and Laguna [54.25].

54.3.5 Dynamic Local Search

In contrast to the simple SLS methods discussed so far,
dynamic local search (DLS) does not accept worsening
search steps, but rather modifies the evaluation func-
tion during the search in order to escape from local
optima. These modifications of the evaluation func-
tion g are commonly triggered whenever the underlying
local search algorithm, typically an iterative improve-
ment procedure, has reached a locally optimal solution
with respect to g0, the current evaluation function. Next,
the evaluation function is modified and the subsidiary
local search algorithm is run until a local optimum
(with respect to the new g0) is encountered. These lo-
cal search phases and evaluation function updates are

iterated until some termination criterion is met (see Al-
gorithm 54.1).

Algorithm 54.1 High-level outline of dynamic local
search
Dynamic local search (DLS):
determine initial candidate solution s
initialize penalties
while termination criterion is not satisfied do
compute modified evaluation function g0

from g and penalties
perform subsidiary local search on s using g0

update penalties based on s
end while

The modified evaluation function g0 is typically
computed as the sum of the original evaluation function
and penalties associated with each solution component,
that is

g0.s/ WD g.s/C
X

i2SC.s/

penalty.i/ ; (54.3)

where g is the original evaluation function, SC.s/ is
the set of solution components of candidate solution s,
and penalty(i) is the penalty of solution component i.
Initially, all penalties are set to zero. Variants of DLS
differ in the details of their penalty update mecha-
nism (e.g., additive vs. multiplicative updates, occa-
sional reduction of penalties) and the choice of the
solution components whose penalties are adjusted. For
example, guided local search [54.58, 59] uses the fol-
lowing mechanism for choosing the solution compo-
nents whose penalties are increased: First, a utility
value u.i/ WD gi.s/=.1C penalty.i// is computed for
each solution component i, where gi.s/ measures the
impact of i on the evaluation function; then, the penal-
ties of solution components with maximal utility are
increased.

DLS algorithms are sometimes referred to as a soft
form of tabu search, since solution components are not
strictly forbidden, but the effect of the penalties resem-
bles a soft prohibition. There are also conceptual links
to Lagrangian methods [54.60, 61]. DLS algorithms
have been shown to reach state-of-the-art performance
for SAT [54.62] and for the maximum clique prob-
lem [54.63].
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54.4 Hybrid SLS Methods

The performance of basic SLS techniques can often
be improved by combining them with each other. In
fact, even RII can be seen as a combination of iterative
improvement and random walk, using the same neigh-
borhood. Several other SLS methods combine different
types of search steps, and in the following, we briefly
discuss some prominent examples.

54.4.1 Greedy Randomized
Adaptive Search Procedures

As mentioned previously, construction heuristic can
be easily and effectively combined with perturbative
local search procedures. While greedy construction
heuristics generally generate only one or very few
different candidate solutions, randomization of the con-
striction process makes it possible to generate many
different high-quality solutions. The idea underlying
GRASP [54.10, 64] is to combine randomized greedy
construction with a subsequent perturbative local search
phase, whose goal is to improve the candidate so-
lutions produced by the construction heuristic. The
two phases of solution construction and perturbative
local search are repeated until a termination crite-
rion, e.g., maximum computation time, is met. The
term adaptive in GRASP refers to the fact that the
hybrid search process typically uses an adaptive con-
struction heuristic. Randomization in GRASP is real-
ized based on the concept of a restricted candidate
list, which contains the best-scoring solution compo-
nents according to the given heuristic function. In
the simplest and most common GRASP variants, el-
ements are chosen uniformly at random from this
restricted candidate list during the construction pro-
cess. For a detailed description, various extensions,
and an overview of applications of GRASP, we refer
to [54.64].

54.4.2 Iterated Greedy Algorithms

A disadvantage of GRASP is that new candidate
solutions are constructed from scratch and indepen-
dently of previously found solutions. Iterated greedy
(IG) algorithms iteratively apply greedy construction
heuristics to generate a chain of high-quality candi-
date solutions. The central idea is to alternate be-
tween solution construction and destruction phases,
and thus to combine at least two different types of
search steps. IG algorithms first build an initial, com-

plete candidate solution s. Then, they iterate over
the following phases, until a termination criterion is
met:

1. Starting from the current candidate solution, s, a de-
struction phase is executed, during which some
solution components are removed from s, result-
ing in a partial candidate solution s0. The solution
components that are removed in this phase may be
chosen at random or, for example, based on their
impact on the evaluation function.

2. Starting from s0, a construction heuristic is used to
generate another candidate solution, s00. This con-
struction heuristic may differ from the one used to
generate the initial candidate solution.

3. Based on an acceptance criterion, a decision is
made whether to continue the search from s or s00.
Additionally, it is often useful to further im-
prove complete candidate solutions by means of
a subsidiary perturbative local search procedure
(see Algorithm 54.2 for a high-level outline of
IG).

Algorithm 54.2 High-level outline of an iterated
greedy (IG) algorithm

Iterated greedy (IG):
construct initial candidate solution s
perform subsidiary local search on s
while termination criterion is not satisfied do

apply destruction to s, resulting in s0

apply constructive heuristic starting from s0,
resulting in s00

perform subsidiary local search on s00 (optional)
based on acceptance criterion, keep s or
accept s WD s00

end while

The principle underlying IG methods has been
rediscovered several times, and consequently, can
be found under various names, including ruin-and-
recreate [54.65], iterative flattening [54.66], and it-
erative construction heuristic [54.67]; it has also
been used in the context of SA [54.68]. IG al-
gorithms, especially when combined with perturba-
tive local search methods, have reached state-of-the-
art performance for a number of problems, includ-
ing several variants of flowshop scheduling [54.69,
70].
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54.4.3 Iterated Local Search

Iterated local search (ILS) generates a sequence of so-
lutions by alternating applications of a perturbation
mechanism and of a subsidiary local search algorithm.
Consequently, ILS can be seen as a hybrid between the
search methods underlying the local search and pertur-
bation phases.

An ILS algorithm is specified by four main compo-
nents. The first is the mechanism used for generating
an initial solution, for example, a greedy constructive
heuristic. The second is a subsidiary (perturbative) local
search procedure; typically, this is an iterative improve-
ment algorithm, but often, other simple SLS methods
are used. The third component is a perturbation proce-
dure that introduces a modification to a given candidate
solution. These perturbations should be complementary
to the modifications introduced by the subsidiary local
search procedure; in particular, the effect of the pertur-
bation procedure should not be easily reversible by the
local search procedure. The fourth component is an ac-
ceptance criterion, which is used to decide whether to
accept the outcome of the latest perturbation and local
search phase.

ILS starts by generating an initial candidate solu-
tion, to which then subsidiary local search is applied. It
then iterates over the following phases, until a termina-
tion criterion is met:

1. Perturbation is applied to the current candidate
solution s, to obtain an intermediate candidate so-
lution s0.

2. Subsidiary local search is applied to s0.
3. Based on the acceptance criterion, a decision is

made whether to continue the search from s or s0

(see Algorithm 54.3 for a high-level outline of
ILS).

Often, the subsidiary search is based on iterative im-
provement and ends in a local optimum; ILS can there-

fore be seen as performing a biased random walk in the
space of local optima produced by the given subsidiary
local search procedure. The acceptance criterion (to-
gether with the strength of the perturbation mechanism)
then determines the degree of search intensification: if
only improving candidate solutions are accepted, ILS
performs a randomized first-improvement search in the
space of local optima; if any new local optimum is ac-
cepted, ILS performs a random walk in the space of
local optima.

Algorithm 54.3 High-level outline of iterated local
search
Iterated local search (ILS):
generate initial candidate solution s
perform subsidiary local search on s
while termination criterion is not satisfied do

apply perturbation to s, resulting in s0

perform subsidiary local search on s0

based on acceptance criterion, keep s
or accept s WD s0

end while

An attractive feature of ILS is that basic versions
can be quickly and easily implemented, especially if
a simple SLS algorithm or an iterative improvement
procedure is already available. Using some additional
refinements, ILS methods define the current state of
the art for solving many combinatorial problems, in-
cluding the TSP [54.71]. Similar to IG, ILS is based
on an idea that has been rediscovered several times
and is known under various names, including large-
step Markov chains [54.29] and chained local optimiza-
tion [54.72]. There is also a close conceptual connection
with several variants of variable neighborhood search
(VNS) [54.35]; in fact, the so-called basic VNS and
skewed VNS algorithms can be seen as variants of
ILS that adapt the perturbation strength at run time.
For more details on iterated local search, we refer
to [54.73].

54.5 Population-Based SLS Methods

The use of a population of candidate solutions offers
a convenient way to increase diversification in SLS.
For example, population-based extensions of ILS algo-
rithms have been proposedwith this aim inmind [54.74,
75]. A further potential benefit comes from the inher-
ent parallelizability of the most population-based SLS

methods, although the parallelization thus achieved is
not necessarily more effective than the simple and
generic approach of performing multiple independent
runs of an SLS algorithm in parallel (see also [54.1],
Sect. 4.4). As previously remarked, population-based
methods can be cast into the SLS framework described
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in Sect. 54.1 by defining search positions to consist of
sets of candidate solutions and by using neighborhood
relations, initialization, and step functions that operate
on such populations.

Unfortunately, the benefits derived from the use of
populations come at the cost of increased complex-
ity, in terms of implementation effort, and parameters
that need to be set appropriately. In what follows,
we describe two of the most prominent population-
based methods, one based on a constructive search
paradigm (ant colony optimization), and the other based
on a perturbative search paradigm (evolutionary algo-
rithms).

54.5.1 Ant Colony Optimization

Ant colony optimization (ACO) algorithms have orig-
inally been inspired by the trail-following behavior of
real ant species, which allows them to find shortest
paths [54.76, 77]. This biological phenomenon gave
rise to a surprisingly effective algorithm for combina-
torial optimization [54.18, 19]. In ACO, the artificial
ants perform a randomized constructive search that is
biased by (artificial) pheromone trails and heuristic in-
formation derived from the given problem instance. The
pheromone trails are numerical values associated with
solution components that are adapted at run time to
reflect experience gleaned from the search process so
far.

During solution construction, at each step every
ant chooses a solution component, probabilistically
preferring those with high-pheromone trail and heuris-
tic information values. For illustration, consider the
TSP – the first problem to which ACO has been
applied [54.18]. Each edge .i; j/ has an associated
pheromone value �ij and a heuristic value �ij, which for
the TSP is typically defined as 1=w.i; j/, that is, the in-
verse of the edge weight. In ant system [54.19], the first
ACO algorithm for the TSP, an ant located at vertex
i would add vertex j to its current partial tour s0 with
probability

pij D
�˛ij 	 �ˇijP

l2N.i/ �
˛
il 	 �ˇil

; (54.4)

where N.i/ is the feasible neighborhood of vertex i, i. e.,
the set of all vertices that have not yet been visited in s0,
and ˛ and ˇ are parameters that control the relative im-
portance of pheromone trails and heuristic information,
respectively. Note that the tour construction procedure

implemented by the artificial ants is a randomized ver-
sion of the nearest neighbor construction heuristic. In
fact, randomizing a greedy construction heuristic based
on pheromone trails associated with the decisions to
be made would generally be a good initial step to-
ward an effective ACO algorithm for a combinatorial
problem.

Once every ant has constructed a complete can-
didate solution, it is typically highly advantageous to
apply an iterative improvement procedure or a sim-
ple SLS algorithm [54.20, 78]. Next, the pheromone
trail values are updated by means of two counteracting
mechanisms. The first models pheromone evaporation
and decreases some or all pheromone trail values by
a constant factor. The second models pheromone de-
posit and increases the pheromone trail levels of solu-
tion components that have been used by one or more
ants. The amount of pheromone deposited typically de-
pends on the quality of the respective solutions. In the
best performing ACO algorithms, only some of the ants
with the highest quality solutions are allowed to deposit
pheromone. The overall result of the pheromone update
is an increased probability of choosing solution com-
ponents in subsequent solution constructions that have
previously been found to occur in high-quality solu-
tions. ACO algorithms then cycle through these phases
of solution construction, application of local search,
and pheromone update until some termination criterion
is met (see Algorithm 54.4 for a high-level outline of
ACO).

Algorithm 54.4 High-level outline of ant colony
optimization

Ant colony optimization (ACO):
initialize pheromone trails
while termination criterion is not satisfied do

generate population sp of candidate solutions
using subsidiary randomized
constructive search

perform subsidiary local search on sp
update pheromone trails

end while

Many different variants of ACO algorithms have
been studied. Along with many additional details on
ACO, these are described in the book by Dorigo and
Stützle [54.20]; for more recent surveys, we refer the
reader to [54.79, 80]. The ACO metaheuristic [54.81,
82] provides a general framework for these variants
and a generic view of how to apply ACO algorithms.
ACO is also one of the most successful algorithmic
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techniques within the broader field of swarm intelli-
gence [54.83].

54.5.2 Evolutionary Algorithms

Evolutionary algorithms (EAs) are a prominent class of
population-based SLS methods that are loosely inspired
by concepts from biological evolution. Unlike ACO al-
gorithms, EAs work with a population of complete can-
didate solutions. The initial set of candidate solutions
is typically created randomly, but greedy construction
heuristics may also be used to seed the population. This
population then undergoes an artificial evolution, where
at each iteration, the population of candidate solutions
is modified by means of mutation, recombination and
selection.

Mutation operators typically introduce small, ran-
dom perturbations into individual candidate solutions.
The strength of these perturbations is usually controlled
by a parameter calledmutation rate; alternatively, a spe-
cific, fixed perturbation, akin to a random walk step
in RII, may be performed. Recombination operators
generate one or more new candidate solutions by com-
bining information from two or more parent candidate
solutions. The most common type of recombination
is crossover, inspired by the homonymous mechanism
in biological evolution; it generates offspring by as-
sembling partial candidate solutions from linear repre-
sentations of two parents. In addition to mutation and
recombination, selection mechanisms are used to deter-
mine the candidate solutions that will undergo mutation
and recombination, as well as those that will form the
population used in the next iteration of the evolutionary
process. Selection is based on the fitness, i. e., evalu-
ation function values, of the candidate solutions, such
that better candidate solutions have a higher probability
to be selected.

Details of the mutation, recombination and selec-
tion mechanisms all have a strong impact on the per-
formance of an EA. Generally, the use of problem
specific knowledge within these mechanisms leads to
better performance. In fact, much research in EAs has
been devoted to the design of effective mutation and

recombination operators; a good example for this is
the TSP [54.84, 85]. To achieve cutting-edge perfor-
mance in an EA, it is often useful to improve at least
the best candidate solutions in a given population by
means of a perturbative local search method, such as
iterative improvement. The resulting class of hybrid al-
gorithms, which are also known as memetic algorithms
(MA) [54.86], are enjoying increasing popularity as
a broadly applicable method for solving solving combi-
natorial problems (see Algorithm 54.5 for a high-level
outline of an MA).

Algorithm 54.5 High-level outline of a memetic
algorithm
Memetic algorithm (MA):
initialize population p
perform subsidiary local search on each
candidate solution in p

while termination criterion is not satisfied do
generate set pr of candidate solutions
through recombination

perform subsidiary local search on each
candidate solution of pr

generate set pm of candidate solutions
from p[ pr through mutation

perform subsidiary local search on each
candidate solution of pm

select new population p from candidate
solutions in p[ pr[ pm

end while

Several other techniques are conceptually related to
evolutionary algorithms but have different roots. Scat-
ter search and path relinking are SLS methods whose
origins can be traced back to the mid-1970s [54.16].
Scatter search can be seen as a memetic algorithm that
uses special types of recombination and selection mech-
anisms. Path relinking corresponds to a specific form of
interpolation between two (or possibly more) candidate
solutions and is thus conceptually related to recombi-
nation operators. Both methods have recently become
increasingly popular; details can be found in [54.17,
87].

54.6 Recent Research Directions

In this section, we concisely discuss three research
directions that we regard as particularly timely and
promising: combinations of SLS and systematic search

techniques, SLS algorithm engineering, and automated
configuration and design of SLS algorithms. For other
topics of interests, such as SLS algorithms for mul-



Part
E
|54.6

1098 Part E Evolutionary Computation

tiobjective [54.88–90], stochastic [54.91] or dynamic
problems [54.92, 93], we refer to the literature for more
details.

54.6.1 Combination of SLS Algorithms
with Systematic Search Techniques

Systematic search and SLS are traditionally seen as
two distinct approaches for solving challenging com-
binatorial problems. Interestingly, the particular ad-
vantages and disadvantages of each of these ap-
proaches render them rather complementary. There-
fore, it is hardly surprising that over the last few
years, there has been increased interest in the ex-
ploration and development of hybrid algorithms that
combine ideas from both paradigms. For example, re-
lated to the area of mathematical programming, the
term Matheuristics has recently been coined to refer
to methods that combine elements from mathematical
programming techniques (which are primarily based
on systematic search) and (meta)heuristic search algo-
rithms [54.94].

Hybrids between SLS and systematic search fall
into two main classes. The first of these consists of ap-
proaches where the systematic search algorithm plays
the role of the master process, and an SLS proce-
dure is used to solve subproblems that arise during the
systematic search process. Probably, the simplest, yet
potentially effective method is to use an SLS algorithm
to provide an initial high-quality (primal) bound on the
optimal solution of the problem, which is then used
by the systematic search algorithm for pruning parts of
the search tree. Several more elaborate schemes have
been devised, e.g., in the context of column generation
and separation routines in integer programming [54.95].
Other approaches introduce the spirit of local search
into integer programming solvers; examples of these in-
clude local branching [54.96] and relaxation-induced
neighborhood search [54.97]. We refer to [54.95] for
a recent overview of such combinations.

The second class of hybrid approaches is based on
the idea of using systematic search procedures to deal
with specific tasks arising while running an SLS al-
gorithm. Very-large neighborhood search [54.37], as
discussed in Sect. 54.2, is probably one of the best-
known examples. Elements of tree search methods can
also be exploited within constructive search algorithms,
as exemplified by the use of branch and bound tech-
niques in ACO algorithms [54.98, 99]. Other examples
include tour merging [54.100] and the usage of infor-
mation derived from integer programming formulations

of optimization problems in heuristic methods [54.101].
We refer to [54.102] for a survey of this general ap-
proach. A taxonomy of the possible combinations of
exact and local search algorithms has been introduced
by Jourdan et al. [54.103].

Despite an increasing number of efforts on com-
bining systematic search methods and SLS methods, as
reviewed in [54.94], much work remains to be done in
this direction, especially considering that the two un-
derlying fundamental search paradigms are developed
primarily in rather disjoint communities. We believe
that much can be gained by overcoming the traditional
view of these two approaches as being competing with
each other in favour of focusing on synergies due to
their complementarity.

54.6.2 SLS Algorithm Engineering

Despite the impressive successes in SLS research and
applications – SLS algorithms are now firmly estab-
lished as the method of choice for tackling a broad
range of combinatorial problems – there are still sig-
nificant shortcomings. Perhaps most prominently, there
is a lack of guidelines and best practices regarding the
design and development of effective SLS algorithms.
Current practice is to implement one specific SLS
method, based on one or more construction heuristics
or iterative improvement procedures. However, general-
purpose SLS methods are not fully defined recipes: they
leave many design choices open, and typically only spe-
cific combinations of these choices will result in an
effective algorithms for a given problem. Even worse,
the underlying basic construction and iterative improve-
ment procedures have a tremendous influence on the
final performance of the SLS algorithms built on them,
and this influence is frequently neglected.

We firmly believe that a more methodological ap-
proach needs to be taken toward the design and imple-
mentation of SLS algorithms. The research direction
dedicated to developing such an approach is called
stochastic local search algorithm engineering or, for
short, SLS engineering; it is conceptually related to
algorithm engineering [54.104] and software engineer-
ing [54.105], where similar methodological issues are
tackled in a different context. Algorithm engineering is
rather closely related to SLS engineering; it has been
conceived as an extension to the traditionally more the-
oretically oriented research on algorithms. Algorithm
engineering, according to [54.104], deals with the it-
erative process of designing, analyzing, implementing,
tuning and experimentally evaluating algorithms. SLS
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engineering shares this motivation; however, the al-
gorithms that are dealt with in the context of SLS
approaches have substantially more complex and un-
predictable behavior than those typically considered
in algorithm engineering. There are several reasons
for this: SLS algorithms are usually used for solv-
ing NP-hard problems, they allow for many more
degrees of freedom in the choice of algorithm com-
ponents, and their stochasticity makes analysis more
complex.

From a high-level perspective, an initial approach
to a successful SLS engineering process would proceed
in a bottom-up fashion. Starting from knowledge about
the problem, it would build SLS algorithms by itera-
tively adding complexity to simple, basic algorithms.
More concretely, a tentative first attempt at such a pro-
cess could be as follows:

1. Study existing knowledge on the problem to be
solved and its characteristics;

2. Implement basic and advanced constructive and it-
erative improvement procedures;

3. Starting from these, add complexity (for example,
by moving to simple SLS methods);

4. Improve performance by gradually adding concepts
from more complex SLS techniques (for exam-
ple, perturbations, prohibition mechanisms, popula-
tions);

5. Further configure and fine-tune parameters and de-
sign choices;

6. If found to be useful: iterate over steps 4–5.

Obviously, such a process would not necessarily
strictly follow this outline, but insights gained at later
stages could prompt revisiting earlier design decisions.
Several high-performance SLS algorithms have already
been developed following roughly the process outlined
above (see [54.106] for an explicit example).

The SLS engineering process can be supported in
various ways. Algorithm development, implementation
and testing is facilitated by the use of programming
frameworks like Paradiseo [54.107, 108] and EasyLo-
cal++ [54.109, 110], dedicated languages and systems
like COMET [54.111], libraries of data types (such
as LEDA [54.112]), and statistical tools, such as the
comprehensive, open-source R environment [54.113].
We expect that software environments specifically de-
signed for the automated empirical analysis and design
of algorithms, such as HAL [54.114, 115], will be
especially useful in this context. Tools for the auto-
matic configuration and tuning of algorithms, discussed

further in the next section are also of considerable
importance.

Furthermore, we see an improved understanding of
the relationship between problem and instance features
on the one side, and the properties and the behavior of
SLS methods on the other side as key enabling fac-
tors for advanced SLS engineering approaches. The
potential insights to be gained are not only of practical
value to SLS engineering but also of considerable sci-
entific interest. Progress in this direction is facilitated
by advanced search space analysis techniques, statis-
tical methods and machine learning approaches (see,
e.g., Merz and Freisleben [54.116], Xu et al. [54.117]
and Watson et al. [54.118]). Another promising av-
enue for future research involves the integration of
theoretical insights into the design process, for ex-
ample, by restricting design alternatives or parameter
choices.

It is important to note that research toward SLS
engineering adopts a component-wise view of SLS meth-
ods. For example, iterated local search (ILS) uses
perturbations to diversify the search as well as ac-
ceptance tests (components: perturbations, acceptance
tests), while evolutionary algorithms prominently in-
volve the use of a population of solutions (component:
population of solutions). Each of these components
can be instantiated in different ways, and various com-
binations are possible. An effective SLS engineering
process should provide guidance to the algorithm de-
signer regarding the choice and configuration of these
components. It would naturally and incrementally lead
to combinations of algorithmic components taken from
different SLS methods (or other paradigms, such as
mathematical programming – [54.94]), if these con-
tribute to desirable performance characteristics of the
algorithm under design. Such an engineering process
would therefore rather naturally produce hybrid algo-
rithms that are effective for solving the given computa-
tional problem.

Finally, SLS engineering highlights more the im-
portance of decisions concerning the underlying basic
SLS techniques (such as construction heuristics, neigh-
borhoods, efficient data structures, etc.) than the gen-
eral-purpose SLS methods (or metaheuristics) used in
a given algorithm design scenario. In fact, in our ex-
perience, such fundamental choices together with: (i)
the level of expertise of the SLS algorithm developer
and implementer, (ii) the time invested in designing and
configuring the SLS algorithm, (iii) the creative use of
insights into algorithm behavior and interaction with
problem characteristics play a considerably more im-
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portant role in the design of effective SLS algorithms
than the focus on specific features prescribed by so-
called metaheuristics.

54.6.3 Automatic Configuration
of SLS Algorithms

The performance of algorithms for virtually any com-
putationally challenging problem (and in particular, for
any NP-hard problem) depends strongly on appropriate
settings of algorithm parameters. In many cases, there
are tens of such parameter; for example, the well-known
commercial CPLEX solver for integer programming
problems has more than 130 user-specifiable param-
eters that influence its search behavior. Likewise, the
behavior of most SLS algorithms is controlled by pa-
rameters, and many design choices can be exposed in
the form of parameters. This gives rise to algorithms
with many categorical and numerical parameters. Cate-
gorical parameters are used to make choices from a dis-
crete set of design variants, such as search strategies,
neighborhoods or perturbation mechanisms. Numeri-
cal parameters often arise as subordinate parameters
that directly control the behavior of a search strategy
(e.g., temperature in SA and tabu tenure in simple tabu
search). The goal in automated algorithm configura-
tion is to find settings of these parameters that achieve
optimized performance w.r.t. a performance metric of
interest (for example, solution quality or computation
time).

Automated algorithm configuration methods are an
active area of research and have been demonstrated to
achieve very substantial performance gains on many
widely studied and challenging problems [54.119]. So-
called offline configuration methods, which determine
performance-optimizing parameter settings on a rep-
resentative set of benchmark instances during a train-
ing phase before algorithm deployment, have arguably
been studied most intensely been studied. These in-

clude procedures that are limited to tuning numerical
parameters, such as CALIBRA [54.120], experimen-
tal design-based approaches [54.69, 121], SPO [54.122]
and SPOC [54.123]. Methods that can handle cat-
egorical as well as numerical parameters are con-
siderably more versatile; these include racing proce-
dures [54.124, 125], model-free configuration proce-
dures [54.126–128], and recent sequential model-based
techniques [54.129, 130].

In online configuration, algorithm parameters are
modified while attempting to solve a given problem
instance. There are some inherent advantages of on-
line configuration methods w.r.t. offline methods, es-
pecially when targeting very heterogeneous instances,
where appropriate algorithm parameters may depend
strongly on the problem instance to be solved. Some
of these methods fall into the realm of reactive search
methods [54.131]; others have been studied in the
area of evolutionary computation (for an overview,
we refer to [54.132]). Unfortunately, most online con-
figuration methods presently available deal with very
few parameters primarily responsible for algorithm
performance (often only one) and rely on specific
insight into the working principles of the given algo-
rithm.

There are also various approaches for determining
configurations of a given algorithm that result in good
performance on a given problem instance. These per-
instance configuration methods typically make use of
computationally cheap instance features, which provide
the basis for selecting the configuration to be used for
solving a given instance [54.133–135].

Finally, we believe that there is significant promise
in approaches for automating large parts of the de-
sign process of performance-optimized SLS algorithms
as, for example, outlined in recent work on computer-
aided algorithm design for generalized local search ma-
chines [54.136] and the programming by optimization
(PbO) software design paradigm [54.23].
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